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Annotation. Modeling results demonstrating mechanisms of different cell 

phenotypes appearance in a genetically homogenous population using the bacterial 

cell cycle model are presented. It was demonstrated that phenotypic variability 

represents an internal, immanent property of bacteria. The basis of this 

phenomenon is universal non-linear properties of the conjugated transcription-

translation system that controls all cellular processes. Phenotypic variability occurs 

in a simple, deterministic, self-reproducing system under the uniform transmission 

of the structural components to the daughter cells during division and in the 

absence of any special control mechanisms of molecular-genetic processes and 

enzymatic reactions. 

Key words: bacteria, cell cycle, modelling, phenotypic variability. 

 

INTRODUCTION 

Mechanisms underlying the appearance of cells with different phenotypes in a genetically 

homogeneous population have been widely discussed in modern scientific literature. Hence, 

phenotypic heterogeneity based on the bistability phenomenon (when a system has two stable 

equilibrium states), which has been demonstrated for systems regulated by feedback 

mechanisms [1–7], was investigated. 

A number of studies have demonstrated the influence of switching between active and 

inactive states of gene(s), as a result of stochastic interactions between regulatory factors and 

promoters of target genes [8–14], as well as DNA methylation in the transcription factor 

binding sites (see review [15]) on the formation, at the population level, of a bimodal 

distribution of cells according to the level of gene expression. 

Phenotypic heterogeneity in genetically homogenous cell population due to nutrient 

restriction or change, or due to cellular senescence, has been demonstrated [16–19]. 

In this paper, we analyze cell cycle of a generalized bacterial cell using deterministic 

model and demonstrate that, for certain parameter values, cell cycle can be carried out in at 

least two different ways. It follows from the analysis that wide variety of cell cycle 

phenotypes represents a consequence of general principles of genetic information storage and 

transmission and does not require any special control mechanisms for molecular genetic 

processes and enzymatic reactions, as well as asymmetric cell division, that is, represents an 

intrinsic property of a bacterial cell. 

http://www.matbio.org/journal.php?lang=eng
https://doi.org/10.17537/2016.11.91
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We assume that this property of bacterial cell can underlie bacterial persistence – a 

phenotypic state of uninheritable transient antibiotic tolerance observed in many species of 

modern bacteria [20, 21], which has been recently associated with the molecular genetic 

peculiarities of stress response systems, including toxin-antitoxin system [22–24]. 

1. MODEL OF THE BACTERIAL CELL CYCLE 

To study mechanisms underlying the appearance of different phenotypes in a genetically 

homogeneous population of cells, we used a previously developed mathematical model of 

prokaryotic cell cycle [25, 26], which represents a general description of growth and division 

of a rod-shaped bacterial cell, initiation, elongation and termination of DNA replication, 

transcription of genes, mRNA translation and degradation of mRNA and proteins. 

Let us assume that the cell represents a cylinder bounded by an outer shell. During a 

single cell cycle, the cell elongates along the central axis, while the radius of the cell remains 

unchanged. At the moment of division, a constriction is formed in the center, dividing the 

parent cell into two daughter cells. We consider five conventional genes in the model: gP, gR, 

gC, gM and gD. The gP gene encodes a subunit of the transcription factor, which assures 

initiation of gP, gC, gR, gM and gD mRNA synthesis. The gC gene encodes a subunit of the 

translation factor, which promotes initiation of protein synthesis. The gR gene encodes a 

structural protein of the shell. The gM gene represents a set of genes that are expressed during 

the cell cycle, and the gD gene encodes a generalized protein and RNA degradation factor. 

The number of genes in each species we denote by GX, X = P, R, C, M, D. Let P denote 

the number of free subunits of transcription factor in the cell cytoplasm, R – the number of 

shell protein molecules in the cytoplasm, C – the number of free subunits of the translation 

factor, V – the cell volume, S – the surface area of the shell. 

 

Fig. 1. Simplified scheme of the model of bacterial cell cycle. Locations of conventional genes encoding 

the transcription (gP), translation (gC) and degradation factors (gD), proteins of the cell membrane (gR), 

a set of genes that support cell functioning during its growth and division (gM), and location of sites of 

replication initiation and termination, are illustrated. Change in the copy number of genes during DNA 

replication, depending on the distance of these genes from the replication start site, is shown; as well as 

the process of conjugated DNA transcription and mRNA translation on the example of the conventional 

cell membrane gene (gR). According to the model, division is symmetric with a uniform distribution of 

cellular structures between daughter cells. Dotted arrows indicate that the process is indirect.  
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Figure 1 illustrates the simplest scheme of cell growth and division described in the 

model, which, at different stages of the cell cycle, demonstrates DNA replication and 

transcription of gP, gR, gC, gM and gD genes conjugated to mRNA translation; as well as 

symmetric cell division with a uniform distribution of cellular structures between daughter 

cells.  

We now introduce subsystems of the model of bacterial cell cycle. 

1.1. Subsystems of the cell cycle model for bacteria 

Subsystem (1) – multimerization of factors. Let us assume that multimers represent 

active forms of transcription and translation factors. We describe their formation by 

multimolecular reactions: 
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Where, wX – concentration of active forms of factors, kXW and kWX – rate constants for direct 

and reverse reactions, nX and n1,X – stoichiometric coefficients: nX determines the number of 

molecules in a multimer, n1,X – the number of molecules X in the multimer active form. Since 

in general case active forms of factors can include different types of molecules, we assume 
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In which WX is the absolute number of active complexes of factor X. 

Subsystem (2) – mRNA synthesis. We take into consideration that initiation of mRNA 

synthesis takes place in the regulatory regions (promoters) of the corresponding genes. As a 

result of initiation, elongation complex is formed, which, after a while, generates one mRNA 

molecule. The following equations were used to describe mRNA synthesis: 
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The first equation in (3) describes the initiation of mRNA synthesis ( , ,ini sinm Xv ) and the 

elongation-termination of mRNA synthesis ( ,sinm Xv ). The second equation describes the 

process of mRNA synthesis. The third equation considers RNA polymerases consumption 

during synthesis initiation and their release during transcription termination. The fourth 

equation considers consumption of the nutrient Z in the process of mRNA synthesis (for more 

details on this model variable, see subsystem 6). 

Let us justify the representation of functions , ,ini sinm Xv  and ,sinm Xv . We consider that those 

promoters free of elongating RNA polymerases are available for the initiation of transcription. 

The proportion of promoter sites that are fully or partially occupied by elongating RNA 

polymerases was calculated as a ratio between the number of elongating RNA polymerases 

Xm,buf and the maximum possible number of RNA polymerases capable of simultaneously 

transcribing one gene np,X (this parameter was calculated as the length of the transcribed 

portion of the gene divided by the number of nucleotides covered by one elongating RNA 

polymerase). 

As a result, proportion of promoters available for initiation of transcription was calculated 

using the formula 
,

,

m buf

X

p X

X
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, where GX is the number of promoters of the gene X. Let us 

assume that during the transcription initiation, RNA polymerases and the resource represent a 

substrate, and free promoters represent an enzyme. The simplest possible Michaelis–Menten 

equation was used to describe such process. As a result, we obtained the desired 

representation of the function , ,ini sinm Xv . 

The same considerations were used to derive the ,sinm Xv function. In this case, elongating 

complexes ,m bufX  represent an enzyme, and generalized resource Z represents a substrate. At 

the same time, among large number of identical reactions of nucleotide attachment to the 

growing chain, we considered only one reaction; and the number of consumable molecules of 

the generalized resource was considered via parameter , ,Z sinm X . 

Subsystem (3) – protein synthesis. We suppose that initiation of protein synthesis occurs 

in the mRNA regulatory regions (analogues of SD-box); the result of initiation is the 

elongating complex, which after a while generates one protein molecule. Protein synthesis 

was described by the following equations: 
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Analogous arguments used to derive equations (3) were used to derive functions vini,sin,X 

and vsin,X. Moreover, it was considered that two ribosomal subunits participate in the initiation 

of translation: large and small. Therefore, instead of a linear fraction, quadratic fraction was 

used to describe assembly of the ribosomal elongation complex. 

Parameters in the equations (3) and (4) have the following meanings: KС,X,I – Michaelis–

Menten constants, kinim,X, kini,X – initiation rate constants, ksinm,X, ksin,X – rate constants for 

mRNA and protein synthesis.  

Subsystem (4) – growth of cell wall and cell volume. Cell wall growth was described by 

the exponential mechanism, according to which the growth rate of the wall is proportional to 

the product of the area by the concentration of the cytoplasmic structural factor: 
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In (5) kS is the rate constant for the incorporation of the growth factor molecule into the 

cell wall, kgrow denotes the scale coefficient for the growth of the area (μm2) per molecule. The 

model is based on the cylindrical cell with flat ends, the growth of which is due to an increase 

in the area of the cylindrical part of the shell. The cell volume was calculated by the formula: 

V S=  .      (6) 

Here  is half the radius of the cylinder. Part of the cell cycle in which parent cell divides into 

two daughter cells was neglected. 

Subsystem (5) – degradation of mRNA and proteins. Let us assume that mRNA and 

proteins have finite lifetimes. Constitutional decay (loss of functionality) of molecules was 

described by linear laws: 
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Dynamic decay of molecules, carried out by nucleases and proteases, was also considered 

in the model. Generalized degradation factor, the active form of which is the WD complex, 

performed this role in the model. Dynamic decay was described by the equations: 
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We did not look at the decay of the complexes. 

Subsystem (6) – generalized nutrient resource. We believe that during its life cycle the 

cell consumes a generalized resource (analog, glucose), from which it synthesizes DNA, RNA 

and proteins and builds all cellular components and structures. Let us assume that nutrients 

enter the cell from the external environment, at a rate that is proportional to the cell wall area 

S. The amount of nutrients inside the cell we denote by Z. Processes by which a cell converts 

nutrients into low-molecular substances (nucleotides, amino acids, etc.) were neglected. We 

assume that intracellular fraction of nutrients represents a universal building element of all 

cellular components. 

Additional to equations describing nutrients consumption during mRNA, protein and cell 

wall synthesis (see (3)–(5)), we have equations describing nutrients flow into the cell ( ,Z inv ), 

outflow from the cell ( ,Z inv ) and nutrients consumption during genomic DNA replication 

( , ,Z util DNAv ): 
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where dORI – number of replication initiation sites in the cell at the current time, dTERM – 

number of replication termination sites, (dORI – dTERM) – number of replication forks, in which 

nutrients consumption in the process of genomic DNA replication occurs. 

Subsystem (7) – initiation and elongation of replication. Initiation of replication was 

described in the model as a one-time double increase of the current number of dORI replication 

initiation sites (ORI) at the moment the cell reaches the volume V = Dinv∙dORI (Dinv – Donachi 

invariant, [27]). At this time point, 2dORI of new replication forks arise that move along the 

genome at a rate that provides doubling of the genome in a time Tinv (Tinv – Cooper-

Helmstetter replication invariant, [28]). For each gene, we determine the distance to the ORI 

site distX in units of time that is required for the replication fork to reach the designated gene. 

At this point, the number of genes GX is doubled. Tinv after the replication initiation replication 

forks reach the termination site of the replication. At this moment, the current number of 

genomes doubles and the number of replication forks decreases by the number of terminated 

ones. 

Subsystem (8) – cell division. The cell is divided after not less than Dinv time units have 

passed since the appearance of two genome copies in the cell (Dinv – Cooper-Helmstetter 

division invariant [28]). If at this moment the cell volume is V  2∙Vmin, then the division takes 

place. At this moment, all absolute indices of the cell are divided in half. If V < 2∙Vmin, the cell 

continues to grow until it reaches a minimum critical volume of 2∙Vmin. 

Subsystem (9) – general system that describes bacteria cell functioning at the current 

time of the cell cycle. Equations (2)–(9) describe local rates of change in amounts of the 

corresponding cell substances, determined by specific processes. To describe global rates of 

change in amounts of substances at the current time of the cell cycle, it is necessary to 

summarize all local velocities for each substance (the velocity addition law). As a result, to 

define laws of change in absolute amounts of substances in a cell, we receive the following 

system of equations: 
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1.2. Calculation method of the model 

An original FORTRAN program was developed for calculating the model. Calculations 

were carried out for cells arising as a result of successive division. The system (10) 

calculation started from the given initial state at the zero time point. Numerical integration of 

the system (10) was carried out at finite time intervals. Boundaries of the intervals were the 

time points in which either the value of one of the parameters dORI, dTERM, GX, X = 

P, R, M, C, D changed, or cell division occurred. At these points in time, integration of the 

system (10) was interrupted. Depending on the conditions, either values of the parameters 

dORI, dTERM, GX were changed, or the initial state of the daughter cell was calculated. After 

that, integration of the system (10) was resumed with new values of the parameters dORI, 

dTERM, GX, or with new initial data. For the calculation, a semi-implicit scheme was used that 

ensures the law of conservation of the number of particles and guarantees the positivity of the 

solution if the initial data are nonnegative. The difference scheme is given in the Appendix. 

1.3. Estimation of model parameters 

Parameters of the replication, transcription, translation, formation of protein complexes, 

mRNA and protein degradation were evaluated from literature data, based on the average 

statistical values characteristic of bacterial cells [29–37]. When assessing parameters of 

growth and cell division, we focused mainly on E. coli and closely related species [27–29]. 

Prototype of the structural protein of the shell ® was considered the most representative cell 

wall protein Lpp [38]. Parameters used are shown in Tables 1 and 2. 
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2. ANALYSIS OF THE DYNAMICS OF FUNCTIONING OF THE MODEL OF 

BACTERIAL CELL CYCLE 

2.1. Degenerative scenario of the cell cycle 

Let us note that for any set of parameter values model (10) has a so-called degenerate 

phenotype. It is characterized by zero amounts of mRNA and proteins. Since all biological 

molecules are damaged over time (as a result of collisions with other molecules), values of 

rate constants for the constitutive decay of mRNA and proteins in the model (10) are greater 

than zero. This implies that degenerate phenotype is locally stable. 

On the content level, this implicates that for any set of parameter values there is  positive 

probability that during division, due to random fluctuations, daughter cell can receive enough 

dissolved substances for it to gain a potential for developing a degenerate phenotype. After 

that, slowly (maybe after several cycles of division) cell’s metabolism slows down so much 

that the cell stops dividing. However, the cell degeneration continues, since natural loss of 

active molecules in the cell is not replenished by their de novo synthesis. This outcome can be 

interpreted as loss of vitality and death. 

Since the existence of a degenerate phenotype is undoubtable, it became clear that de facto 

the area of its attraction can not be too big. This conclusion follows from experimental 

observations that indicate a very high cell viability and association of their premature death 

with other causes, rather than with the cell entering the degeneration area. 

To get a rough idea of the probability of degenerate phenotype realization, let us perform 

the following thought experiment. Imagine that there is no ribosome in the cell. Then, 

regardless of the values of other substances concentrations, translation will not occur in the 

cell, which, in the end, will lead to cell death. That is, a sufficiently small amount of 

ribosomes ensures that the cell enters the degeneration area. We now turn to the model (10). 

In it, ribosomes represent complexes of generalized ribosomal protein C. Protein C, in turn, is 

produced from mRNA under the control of ribosomes. We linearize the right-hand side of the 

equation of the ribosomal protein C production/degradation rate near zero. After 

simplifications, we find the following equation: 

2
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From it, we calculate the upper approximation for the protein C degeneracy point: 
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Let us estimate possible value of the given number. To do this, let us assume that there are 

mRNAС molecules in the cell (otherwise, the right-hand side of the inequality equals infinity, 

which is equivalent to its automatic implementation for any values of C). For definiteness, we 

assume that their minimum possible number is one molecule per cell. Values of other 

parameters we take from Table 1. 
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C<99. 

From the obtained estimate, we identify that the degeneracy threshold based on the 

amount of free ribosomal protein is close to the value of KD,WX (generalized constant for the 

dissociation of large and small ribosomal subunits into protein constituents) (Table 1). This 

ratio is determined by the high degree of multimerization of ribosomal subunits, which is 
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assumed in the model to be nC = 25. In this case, the number of free ribosomal subunits is 

estimated to be 
11

2 1
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nn

n
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D WC

C
W C C

K

−−

−   
=        

 

It seems fairly obvious that if a cell functions in the parameter area shown in Table 1, 

appearance of a cell with extremely small amount of ribosomes (one per cell) is a very rare 

event. However, with other relative parameter ratios, probability of degeneration can be very 

high; nonetheless, a more detailed analysis of the degenerate phenotype is beyond the scope 

of our study.  

2.2. Nondegenerate cell cycle phenotype 

In this section, we demonstrate that when values taken by the parameters are in the 

physiological range of the rates of molecular and biochemical processes in prokaryotic cells, 

model (10) allows calculating the nondegenerate cell cycle scenario with characteristics 

observed in many natural cells. One of these variants of parameter values is given in Tables 1 

and 2.  

Table 1. List of model (10) parameters and parameter values for which model (10) has a 

stationary cell cycle with duration T ~ 20 min 

Formula 

№ 
Parameter a Definition of parameter Value b 

1 2 3 4 

1, 2 XWk  
rate constant for formation of an active complex WX, 

X = P, R, C, D 
10 sec–1 

2 KD,WX 
equilibrium dissociation constant for the active 

complex WX, where X = P, R, C, D are monomers 
100 pcs./µm3 

1, 2 nX 
multimerity of functionally active complexes WX, 

X = P, R, C, D 
4, 3, 25, 4 pcs. 

2 1, Xn  number of monomers X in the complex WX, 
X = P, R, C, D 

1, 3, 1, 4 pcs. 

3 

kinim,X rate constant for initiation of mRNA synthesis  
0.1, 0.2, 0.2, 

0.2, 0.2 sec–1 

sinm,Xk  rate constant for mRNA synthesis  0.1 sec–1 

KP,X 
Michaelis constant for RNA polymerase involvement 

in the process of transcription initiation from gene X 
500 pcs./µm3 

KZ,inim,X 
Michaelis constant for the resource Z consumption 

during initiation of gene X transcription   
110 c. u./µm3 

KZ,bufm,X  
Michaelis constant for the resource Z consumption 

during elongation of gene X transcription  
110 c. u./µm3 

nP,X 
maximum number of RNA polymerases per gene X 

during elongation 
10 pcs. 

4 

,ini Xk  rate constant for initiation of protein synthesis  
0.1, 0.4, 0.55, 0.04, 

0.1 sec–1 

sin,Xk  rate constant for protein synthesis 0.1 sec–1 

KC,X 

Michaelis–Menten constant for the participation of 

ribosomal subunits in the process of translation 

initiation 

5000, 500, 7000, 

5000, 10000 pcs./µm3 

KZ,ini,X 
Michaelis–Menten constant for the resource Z 

consumption during initiation of gene X translation 
110 c. u./µm3 

KZ,buf,X 
Michaelis constant for the resource Z consumption 

during elongation of gene X translation 
110 c. u./µm3 

mC,X 
maximum number of ribosomes per gene X mRNA 

reading frame  
10 pcs. 



LIKHOSHVAI, KHLEBODAROVA 

t32 

Mathematical Biology and Bioinformatics. 2017. V. 12. № Suppl. doi: 10.17537/2017.12.t23 

Continuation of Table 1. List of model (10) parameters and parameter values for which model 

(10) has a stationary cell cycle with duration T ~ 20 min 

1 2 3 4 

5 

kS 
rate constant for the incorporation of the growth 

factor molecule into the cell membrane 
1 sec–1 

KZ,S 
Michaelis constant for the resource Z consumption 

during the cell membrane growth  
110 c. u./µm3 

kgrow 
growth coefficient for the increase of the membrane 

area per one molecule of growth factor, μm2  
0.00058 µm2 

R,Z,S 

number of conventional units of the resource spent 

per one unit of growth factor WR, incorporated in the 

membrane 

1 c. u. 

6  half the radius of the cell 0.25 µm 

7 kdegr,X 
rate constant for the protein X constitutive 

degradation  
0.000001 sec–1 

8 

kDdegr,mX 
rate constant for the gene X mRNA degradation by 

cellular nucleasesc 

0.0029, 0.00029, 

0.0029, 0.0029, 

0.0058 sec–1 

KDdegr,mX 
Michaelis constant for the gene X mRNA degradation 

by cellular nucleasesc 
2900 pcs./µm3 

kDdegr,X 
rate constant for the protein X degradation by cellular 

proteasesc 

0.0011, 0, 0.0011, 

0.0029, 0.0029 sec–1 

KDdegr,X 
Michaelis constant for the protein X degradation by 

cellular proteasesc 2900 pcs./µm3 

9 

kin,Z 
rate constant for the inflow of nutrient resource into 

the cell 

120000  

c. u./(secµm3) 

kout,Z 
rate constant for the outflow of nutrient resource 

from the cell  
100 c. u./sec 

kZ,DNA 
specific rate constant for the resource consumption 

during genomic DNA replication  
1 c. u./sec 

a X = P, R, C, D, M, unless otherwise specified. 
b If a single number is represented in the graph, then values of all specified parameters are equal to it, 

otherwise values are indicated in the order of the index X value change. 
c In the model, nuclease and protease activities are carried out by a single generalized protein WD. 
 

Table 2. Characteristics of the genome and cellular invariants 

Subsystem 

№ 
Parameter Definition of parameter Value 

 
dOri,dTERM 

gX 

Number of copies of replication initiation 

and termination sites, and genes gP, gC, 

gR, gM, and gD in the genome  

1, 1, 1, 1, 500 pcs. 

7 distX  

distance of the gene X from the origin of 

replication (calculated as the time from the 

moment of replication initiation to the 

moment of gene X doubling) 

600, 1200, 600, 1200, 1200 sec 

7, 8 Vinv 

Cell volume per one replication initiation 

site, when it exceeds the initiation of 

genome replication starts 

1.5 µm3 

7, 8 Тinv duration of the genome replication  2400 sec 

7, 8 Dinv cell division duration 1200 sec 

 

Main features of the cell cycle calculated according to the model (10) are presented in the 

first column of the Table 3 for a given set of parameter values. We shall note that given 

phenotype has a short cell cycle (T ~ 20 min), large volume of the newborn cell (V ~ 6.1 μm3), 

intensive replication (eight replication forks at the beginning of the cell cycle) and intensive 



PHENOTYPIC VARIABILITY OF BACTERIAL CELL CYCLE: MATHEMATICAL MODEL 

t33 

Mathematical Biology and Bioinformatics. 2017. V. 12. № Suppl. doi: 10.17537/2017.12.t23 

metabolism (tens of thousands of RNA polymerase molecules and more than a hundred 

thousands of ribosomes). Data presented in Table 3 also demonstrate the dependence of 

phenotypic characteristics on the availability of the nutrient resource. Note that calculated 

characteristics vary in accordance with the expectations developed during experimental 

observations: as the resource deficit increases, duration of the cell cycle increases, cell size 

decreases, intensity of replication and metabolism decreases [39]. From the data presented, we 

conclude that characteristics of the calculated phenotype correlate well with the corresponding 

parameters of E. coli, S. typhimurium and B. subtilis cells developing in a rich medium [27, 

28, 39–41]. We named this scenario the R-phenotype (Rapid-phenotype). 

 
Table 3. Dependence of phenotypic characteristics on the variations in the rate of resource entry 

into the cell  

Cell cycle 

characteristics 

Availability of nutrient resource ,in Zk  

132000 59500 40000 25000 
Phenotypes R S R S R S R S 

Duration (min) 20 2136 30 2684 40 3118 60 3836 

Cell volumea (µm3) 6.1 1 3.0 1 2.2 1 1.5 1 

Number of ribosomesa 127200 170 46300 162 27500 162 15200 160 

Number of RNA 

polymerasesa 27800 30 13300 29 8800 29 5200 29 

Number of replication 

initiation sites 
8 1 4 1 2 1 2 1 

Relative genome massb 7/3 1 5/4 1 3/2 1 1 1 

a at the moment of cell birth; 
b mass of one copy of genome was taken as one unit. 

2.3. Second nondegenerate phenotype of the cell cycle 

A remarkable property of the set of parameter values given in Table 1 is that, in addition 

to the cell cycle scenarios described above, another nondegenerate stable scenario exists in the 

model (10). Unlike R-phenotype, this scenario is characterized by slow growth, prolonged 

cellular cycle and low replicative and metabolic activity (Table 3). Therefore, we designated 

this scenario as S-phenotype (Slow-phenotype). According to its characteristics, S-phenotype 

is similar to the so-called persistent phenotype of natural cells [20]. 

Thus, in model (10), a single cell cycle is carried out not in one, but at least in two 

nontrivial ways. Numerically, both R- and S-phenotypes are stable, that is, a nontrivial area of 

attraction exists for each of them. Each cell at the initial moment of birth has a certain set of 

concentrations, substances dissolved in it, and the phenotype of its cell cycle depends on the 

area of attraction. 

2.4. Biological interpretation of modeling results 

Let us apply modeling results to real cells. Let us consider a cell with the set of parameter 

values that allows carrying out the cell cycle in two different ways and assume that such cell 

exists in optimal external conditions. In this case, a population of cells derived from such cell 

will mostly consist of large, fast-growing cells with short cell cycles. In terms of the model 

developed above, these will be cells with R-phenotype. However, from time to time, small, 

slowly growing and rarely dividing, but at the same time completely viable cells will appear 

in the population. Such cells we identify as cells that grow differently and have, what we 

called, S-phenotype. 

In addition, a third cell type will occur in these populations of cells at vanishingly low 

frequency. They are also small, but the intensity of metabolism gradually decreases it these 

cells until the viability is lost completely. Moreover, such suicide cells appear without 
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apparent cause, since the only driving factor in the implementation of such a scenario is the 

inevitable fluctuations appearing during the redistribution of dissolved substances of the 

parent cell between daughter cells. 

DISCUSSION 

The present work introduces a deterministic model of prokaryotic cell cycle. In the model, 

the cell cycle duration is controlled by the cell size and the presence of two or more complete 

copies of genomic DNA. Rates of cell volume growth and DNA replication were reconciled 

on the basis of the Donachi phenomenological growth law of initiator mass constancy [27]; 

durations of replication and division were determined in accordance with the Cooper and 

Helmstetter invariants [28], which are being successfully used in modeling of prokaryotic cell 

cycle [42–44]. 

We present a set of parameter values, which allow carrying out cell cycle in at least two 

different ways: R- and S-phenotypes. Cells with R-phenotype divide quickly, have large sizes 

and are characterized by intensive replication and metabolism. S-cells, on the contrary, divide 

rare, have small sizes and have low levels of metabolism and replication. The ability to have 

two phenotypes can be realized in the model, in which intracellular processes are described 

without involving feedback mechanisms that create special conditions for the formation of 

bistability. Hence, we assume that observed phenotypic multiplicity represents an intrinsic, 

immanent property of bacteria, and universal nonlinear properties of the conjugated 

transcription-translation system, under the control of which all processes of the cell cycle take 

place, lie at the basis of this phenomenon.  

Thus, based on the model analysis, we predict that under the same conditions the same 

natural cell can carry out cell cycle in more than one way. That is, the cell can implement the 

following principle of reproduction: one genotype → two phenotypes. At the same time, as 

bacteria are nonlinear, dynamic, dissipative and self-reproducing systems, general principles 

of their hereditary information storage and transfer, as well as fundamental biochemical laws 

of functioning, are sufficient for the realization of such principle of reproduction and do not 

require any special molecular genetic regulatory trigger mechanisms. Obviously, this form of 

reproduction is more complex, in comparison with one genotype → one phenotype principle 

of reproduction. 

Let us discuss whether cells that during division implement one genotype → two 

phenotypes principle have any advantages over cells that produce single phenotype during 

division. 

Let us point out that in nature cells exist in inconstant environmental conditions and are 

regularly exposed to stressful influences. It is logical to assume that actively growing cells 

with high levels of metabolism and replication are more susceptible to the environmental 

stresses, compared to slowly growing cells with low levels of replication and metabolism. 

That is, R-phenotype is more susceptible to stress than S-phenotype. In other words, the 

biphenotypic principle of reproduction has an evolutionary advantage over the 

monophenotypic one. 

In our opinion, this statement is strongly supported by experimental and theoretical studies 

of the adaptation of E. coli cells to environmental conditions. It was demonstrated that under 

transition from one nutrient resource to another, and also under nutrient deficiency, that is, 

under stress, a phenotypic heterogeneity in bacterial growth rates, and, therefore, in metabolic 

rates, is observed in a genetically homogeneous population [17, 18]. We hypothesize that 

possibility to carry out cell cycle in two different ways has not only been implemented 

numerous times in natural cells, but has also been established at the genetic level via the 

emergence of specific molecular genetic mechanisms that in various species are characterized 

by a significant variety. Such a property is possessed, for example, by trigger mechanisms, 

widely distributed in living organisms, organized by a feedback type, and characteristic of 
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many stress-regulated systems, including toxin-antitoxin system (see review [45]). It is 

therefore not surprising that peculiarities of functioning of these systems [22–24] are thought 

to be associated with mechanisms of emergence of cells possessing a persistent phenotype 

[20, 46, 47], the general characteristic of which agrees so well with the predicted S-phenotype 

of the cell cycle (see section 2.3). 

The proposed hypothesis of the origin of bimodal cellular distribution according to growth 

rate, cell size and metabolic level allows illustrating the characteristics of persistent cells [20, 

46, 47] based on the basic properties of the transcription-translation system inherent in all 

living organisms. In this sense, our hypothesis is universal and is applicable to evolutionarily 

distant prokaryotes. 

The work was partially supported by the Russian Foundation for Basic Research (№ 16-01-00237) 

and the project of fundamental research of the SB RAS "Genetic bases of molecular genetics, cell 

biology, bioinformatics and biotechnology" №  0324-2015-0003. 
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APPENDIX. 

DIFFERENCE SCHEME FOR NUMERICAL INTEGRATION OF THE SYSTEM OF 

EQUATIONS (10) 

Let us introduce the following notation for the concentration of substances: p = P/V, 

r = R/V, m = M/V, c = C/V, d = D/V, z = Z/V, pbuf = Pbuf /V, rbuf = Rbuf,/V, cbuf = Cbuf/V, 

dbuf = Dbuf/V, mbuf = Mbuf/V, pm,buf = Pm,buf/V, rm,buf = Rm,buf/V, mm,buf = Mm,buf/V, cm,buf = Cm,buf/V, 

dm,buf = Dm,buf/V, mrnaP = mRNAP/V, mrnaR = mRNAR/V, mrnaC = mRNAC/V, 

mrnaM = mRNAM/V, mrnaD = mRNAD/V, gbuf,P = Gbuf,P/V, gbuf,R = Gbuf,R/V, gbuf,C = Gbuf,CV, 

gbuf,M = Gbuf,M/V, gbuf,D = Gbuf,D/V, wP = WP/V, wR= WR/V, wC = WC/V, wM = WM/V, wD = WD/V. 

Also let us denote: 
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We rewrite system (10) from the text of the article with allowance for the introduced 

notations: 
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Next, we write equations (A1), starting with third, in the difference form: 
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We obtain a system for unknowns С1 and WC,1: 
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From where we find 
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From the equation: 

( ), , ,0 ,1 , ,0 ,1 ,01 , , , , , ,sin X sin X buf buf X X C bufhk X hk W X X P R M C D+  −  =     =  

We find: 
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The system for P1 and WP,1 has the following form: 
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From it we find: 
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From where we find: 
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We calculate 
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We have 
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Collecting everything together, and adding equations with S, V, Z, we obtain the final 

iterative scheme for numerical integration of the system (10) from the text of the article. 
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